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ABSTRACT
Functional magnetic resonance imaging (fMRI) technology has been
widely used in the diagnosis of Alzheimer’s disease, but there are
some problems such as high data dimension and unclear charac-
teristics. The nonlinear complex network of different brain regions
based on the Lyapunov exponents and approximate entropy are ex-
tracted in this work. The open data set ADNI (Alzheimer’s disease
neuroimaging initiative) are used to test. The results show that in
the other three different groups and patients with Alzheimer’s dis-
ease, the accuracy of the classification results using SVM (support
vector machine) classifier at the whole brain voxel level can reach
more than 99%, which is better than the classification results using
the correlation of the original time series. Our findings provide new
insights into the complexity of brain structural networks in the
process of Alzheimer’s disease and other mental diseases.
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1 INTRODUCTION
Alzheimer’s disease is an uncontrollable neurological brain disease.
Therefore, early intervention and treatment are essential. Effec-
tively distinguishing different populations is helpful to study the
biomarkers of disease development, for better intervention and
treatment of patients. Studies have found that the information flow
between different brain regions can distinguish people with differ-
ent degrees of disease [1]. In terms of the structure and function
of the brain, the human brain is one of the most complex informa-
tion processing systems, and some characteristics of nonlinearity
can be used in studies to characterize the functional connectivity
properties between brain regions [2].

Based on complex network theory, the analysis of nonlinear
properties of time series has been evolving. The Lyapunov exponent
based on chaos theory can detect the degree of chaos in the system,
the approximate entropy is a non-negative value to represent the
complexity of the time series. Measurement of Lyapunov exponent
and entropy has been widely used in the diagnosis of mental disease.
Research showed significant lower values for the largest Lyapunov
exponent for patients with metabolic encephalopathy compared
to normal [3]. Ghahfarrokhi used nonlinear complexity indicators-
Lyapunov exponent and approximate entropy to diagnose human
brain tumors with an accuracy of 82.5% [4].

In this study, the dynamic complexity analysis method of non-
linear characteristic Lyapunov exponent and approximate entropy
is applied to the classification and diagnosis of Alzheimer’s disease
in different courses, and the brain area correlation network is con-
structed by global analysis of the brain. Finally, SVM, RF (random
forest) and AdaBoost cross validation are used for classification re-
search to assist the diagnosis of AD and provide a new perspective
for the early diagnosis of AD.
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Table 1: Demographic and clinical information of the participants.

Group NC EMCI LMCI AD

Age(years) 75.77 ± 5.2 72.41 ± 6.1 74.29 ± 7.21 75.41 ± 6.20
Sex(M/F) 11/20 16/22 20/11 14/16

2 MATERIALS AND DATA PREPROCESSING
2.1 Participants
The data set used in this study is from ADNI (Alzheimer’s dis-
ease neuroimaging initiative) database, an integrated longitudinal
multi-center study to develop clinical, imaging, genetic, and bio-
chemical biomarkers (https://adni.loni.usc.edu/) [5]. All subjects
were scanned in a three-tesla (3T) scanner with 140 functional vol-
umes. All the data was scanned in the resting state, which is the
state of being awake with your eyes closed. According to the type of
disease, there are a total of 31 NC(normal control), 38 EMCI (early
mild cognitive impairment) patients, 31 LMCI (late mild cognitive
impairment) patients and 30 AD patients. Detailed demographic
and clinical information are shown in Table 1.

Data collection parameters are set as follows: field strength =3.0
T; manufacturer = Philips Medical Systems; slice thickness = 3.3
mm; repetition time (TR) = 3000 ms; echo time (TE) = 30 ms; and
slice number = 48.

2.2 Data Preprocessing
DPABI toolbox based on MATLAB platform was used to preprocess
the data in batches [6], the first 10 time points were removed to
avoid signal interference due to the instability of the initial moment.
Then time layer correction, head movement correction, space stan-
dardization and smoothing were operated successively. Time layer
correction can synchronize the acquisition time series of different
subjects. Head movement correction can reduce the impact of head
movement on data quality to a certain extent. In the pre-processing,
the subjects with head movement translation > 2mm or rotation
movement > 2° were removed. For spatial standardization, in order
to minimize the interference error caused by individual differences,
the brain images of each subject were registered to the MNI305
standard spatial template invented by Montreal Neurological Insti-
tute in Canada [7]. In spatial smoothing, a Gaussian kernel with
full width at half maximum (FWHM) of 6 mm is used to improve
the signal-to-noise ratio and reduce the mismatches between indi-
viduals [8]. Since the signal noise of human brain is large and there
are many uncertain factors, all the signals were averaged to filter
the noise, so as to obtain a more stable signal.

3 METHODS
3.1 Lyapunov Exponent
It is possible to visualize whether a system or mapping is a chaotic
system through the Lyapunov exponent image mapping [9]. Lya-
punov exponent represents the numerical characteristics of the av-
erage exponential divergence rate of adjacent trajectories in phase
space [10]. Lyapunov exponent is usually used to judge the chaos of
the system. Through the image, we can intuitively see whether the
system or mapping is chaotic or non-chaotic. The logistic mapping

of Lyapunov exponent is:

𝑥𝑛+1 = 𝑎𝑥𝑛 (1 − 𝑥𝑛)
the calculation formula of Lyapunov exponent is:

_ = lim
𝑛→∞

𝑛−1∑︁
𝑘=0

log
����𝑑 𝑓𝑑𝑥 ����𝑥𝑘 ,

����𝑑 𝑓𝑑𝑥 ����𝑥𝑘 = 𝑎 − 2𝑎𝑥𝑘

where 𝑥 is the time series and 𝑎 is the value range of the mapping.

3.2 Approximate Entropy
Approximate entropy is used to describe the irregularity of the
system [11]. It is a random complexity, which can reflect the dif-
ference between the probability of mutual approximation of the
patterns of broken line segments connected by m adjacent points
and the probability of mutual approximation of the patterns of
broken line segments connected by m + 1 points. The expression
of the correlation coefficient is as follows:

Firstly, taking m as the window size, n time series are divided
into k= n - m +1 series,

𝑦𝑖 (𝑡) = (𝑥𝑖 (𝑡) , 𝑥𝑖+1 (𝑡) , . . . , 𝑥𝑖+𝑚−1 (𝑡))
Then calculate the Euclidean distance 𝑑{𝑦 (𝑖), 𝑦 ( 𝑗)} between any
component of 𝑦 (𝑖) and 𝑦 ( 𝑗), and define the maximum distance
between each component as the maximum contribution component
distance 𝐷{𝑦 (𝑖), 𝑦 ( 𝑗)}, as shown below:

𝐷 {𝑦 (𝑖) , 𝑦 ( 𝑗)} = max {|𝑦 (𝑖 + 𝑘) − 𝑥 ( 𝑗 + 𝑘) |}
where 𝑖, 𝑗 = 1, 2, . . . , 𝑛 −𝑚 + 1, 𝑘 = 0, 1, . . . , 𝑚 − 1.

Define a threshold 𝑇 , and the ratio of the number greater than
𝑇 to the total number 𝑛 −𝑚 + 1 in each row of the statistics table
is denoted as 𝐶𝑚

𝑖
(𝑡), according to 𝑘 𝐶𝑚

𝑖
(𝑡), take the logarithmic

average as:

Φ𝑚 (𝑡) = 1
𝑛 −𝑚 + 1

𝑛−𝑚+1∑︁
𝑖=1

ln𝐶𝑚
𝑖 (𝑡)

where 𝑇 = 𝑟 ∗ 𝑆𝐷 , 𝑟 is a coefficient between 0.1 and 0.25 , and 𝑆𝐷
is the time series’ standard deviation.

Finally, increase the window length to 𝑚 + 1 and repeat the
previous steps, the approximate entropy can be calculated as:

𝐴𝑝𝐸𝑛 (𝑡) = Φ𝑚 (𝑡) − Φ𝑚+1 (𝑡)

3.3 Pearson’s Correlation Coefficient
When exploring the relationship between variables in the data as
a whole, we want to know how one variable will change when
another changes. The index reflecting this relationship is called
the correlation coefficient [12], and the expression formula of the
correlation coefficient is as follows:

r (X, Y) = Cov (X, Y)√︁
Var (X) Var (Y)
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where Cov(X, Y) is the covariance between X and Y, Var (X) is
the variance of X, and Var(Y) is the variance of Y.

Generally, the following points need to be paid attention to for
the correlation coefficient: the range of correlation coefficient r is -1
to 1; the greater the absolute value of r, the stronger the correlation;
the positive and negative of r represents the direction of correlation,
positive values represent positive correlation, and negative values
represent negative correlation.

3.4 Machine Learning Classifier
SVM is a kind of pattern recognition method based on statistical
theory. It can solve the problem of nonlinear data classification well
bymapping the linear non-fractional data into the high-dimensional
linear feature space with kernel function, and then performing
linear classification [13]. SVM classifier is selected because it can
find the optimal classification surface of data, is not so sensitive
to the number of features, and is suitable for high-dimensional
and small-sample data. In this study, we used polynomial kernel
function with power of 2.

RF algorithm is a bagging ensemble algorithm, which generally
selects the decision tree as a weak classifier. It combines multiple
weak classifiers, and finally determines the final classification result
through the voting results or the number of base learners [14]. The
model has high accuracy, generalization performance and strong
anti over fitting ability. Besides, cross validation was used to evalu-
ate the effect of the model. In this study, we used a random forest
model with 50 subtrees for classification. Besides, the performance
is evaluated by cross validation. For each classification test, we used
5-fold cross validation and repeated it 20 times.

AdaBoost algorithm is an adaptive enhanced iterative integration
algorithm [15]. Its main principle is to trainmultiple weak classifiers
on the same training set, and finally, the results of all classifiers are
weighted and combined to get the final classification result. The
algorithm used in this study is the improved algorithm of AdaBoost.
For the classification results of the previous classifier, the weight of
the samples with wrong classification results remains unchanged,
and the weight of the samples with correct classification is reduced
to train the next weak classifier. In this study, the parameter of the
classifier is set as: cycle index=1000, learning rate = 0.05.

4 RESULTS
In this section, the classification results of the two classifier models
based on the complex matrix are presented. We also visualize the
complexity correlation matrices for time series, Lyapunov exponent
and approximate entropy. The models’ input drawn by using three
indicators of 90 ROI brain regions is shown in Figures 1-3.

In Figures 1 and 3, the functional connectivity of the whole brain
ROI and Approximate entropy is significantly lower in AD patients,
but the difference between the other three groups is not significant.
In Figure 2, the decrease in functional connectivity of Lyapunov
exponent is more pronounced in the other three groups compared
to normal individuals. Overall, various patients have abnormal ROI
and nonlinear functional connectivity, so we use machine learning
classifiers to explore the classification effects of those features.

Figure 1: The correlation matrix drawn by using time singals
(the first row from left to right is NC, EMCI, the second row
from left to right is LMCI and AD)

Figure 2: The correlation matrix drawn by using Approxi-
mate entropy (the first row from left to right is NC, EMCI,
the second row from left to right is LMCI and AD)

Figure 3: The correlation matrix drawn by using Lyapunov
exponent (the first row from left to right is NC, EMCI, the
second row from left to right is LMCI and AD)
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Table 2: The classification results of the SVM algorithm in the four groups.

ACC (mean ± SD) %SEN (mean ± SD) %SPE
(mean ± SD) %

Complex network
RSFC Nonlinear

AEFC LEFC

NC&EMCI 76.25 ± 7.01
75.56 ± 6.54
76.94 ± 9.92

96.94 ± 3.33
94.44 ± 6.42
99.44 ± 1.76

96.53 ± 4.72
96.11 ± 6.95
97.78 ± 2.87

NC&LMCI 80.16 ± 5.03
81.72 ± 4.38
80.69 ± 2.57

96.94 ± 1.58
97.22 ± 2.93
96.67 ± 3.88

96.67 ± 2.87
98.33 ± 2.68
95.00 ± 6.65

NC&AD 99.47 ± 1.16
98.94 ± 2.33
100.00 ± 0.00

96.82 ± 3.18
97.78 ± 2.87
95.56 ± 4.38

96.67 ± 3.15
94.44 ±5 .86
98.89 ± 2.34

EMCI&LMCI 83.47 ± 5.66
81.11 ± 5.10
85.83 ± 8.35

92.78 ± 4.76
99.44 ± 1.76
86.11 ± 9.53

95.00 ± 4.68
99.44 ± 1.76
90.56 ± 9.82

EMCI&AD 99.53 ± 1.05
99.06 ± 2.10
100.00 ± 0.00

94.72 ± 2.05
95.00 ± 4.86
94.44 ± 2.62

97.78 ± 1.76
96.67 ± 2.87
98.89 ± 2.34

LMCI&AD 99.22 ± 1.48
98.44 ± 2.96
100.00 ± 0.00

97.22 ± 2.55
96.11 ± 3.75
96.00 ± 3.93

96.67 ± 2.87
94.44 ± 5.86
98.89 ± 2.34

ACC: accuracy; SEN: sensitivity; SPE: specificity; SD: standard deviation
RSFC: resting-state functional connectivity; AEFC: Approximate entropy functional connectivity; LEFC: Lyapunov exponent functional
connectivity

4.1 Support Vector Machine Classification
Results

We calculate the correlation values in the whole brain region by
using the original signals and two nonlinear complex indicators.
Table 2 shows the pairwise classification results of the SVM algo-
rithm in the four groups of people. The better of the three types of
feature classification results in the table is bolded.

4.2 Random Forest Classification Results
Table 3 shows the pairwise classification results of the random
forest algorithm in the four groups of people.

4.3 AdaBoost Classification Results
Table 4 shows the pairwise classification results of the AdaBoost
algorithm in the four groups of people.

5 DISCUSSION
In this section, we conduct study and analysis for the discriminative
effect of the three indicators. The representation and analysis of
the output complexity of the human brain system can indicate the
health and stability of its mental state [16].

5.1 Three Indicators
Machine learning classifiers were used to demonstrate that the
mutual information amount and entropy correlation of the four
groups are significantly different. The same classifier parameter
setting was applied to classify the correlation matrix. As can be seen

in tables 2 and 3, the classification accuracy using ROI correlation
is higher in the comparison with AD patients, but in the other three
groups, the classification effect of nonlinear feature correlation is
more significant. Table 4 shows that nonlinear correlation achieved
relatively good results in all six groups of comparisons. In addition,
the three tables also show the better classification performance of
SVM on small sample and high-dimensional data.

This result verifies nonlinear complex attribute of the brain.
The complexity of a brain’s topological network changes during
the course of the disease, as the severity of the disease increases,
the complexity of the system decreases [17]. It is more consistent
with the state of the system to reflect the network complexity by
using the circulation of nonlinear characteristics between different
brain regions [18]. It can better characterize the damage of the
brain system network [19], which provides a new idea for the early
diagnosis of disease.

5.2 Comparison
In the end, the best classification results of the complexity char-
acteristics of nonlinear networks are used to compare with the
research results presented in the article. Besides, the same classifier
used in previous study is also used in our research. Table 5 shows
the results of this paper compared with previous studies, and the
better results of this paper are bolded. Our result of more than 99%
accuracy was comparable to those in previous researches.
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Table 3: The classification results of the random forest algorithm in the four groups.

ACC (mean ± SD) %SEN (mean ± SD) %SPE
(mean ± SD) %

Complex network
RSFC Nonlinear

AEFC LEFC

NC&EMCI 56.11±7.29
53.89±4.30
58.33±5.98

66.67±7.54
63.33±5.26
70.00±6.87

64.31±5.50
60.83±4.92
67.78±9.81

NC&LMCI 57.78±7.19
57.22±6.94
58.33±3.62

66.94±8.73
65.83±14.56
68.06±9.34

68.19±7.18
65.00±3.26
71.39±9.58

NC&AD 99.17±1.31
99.44±1.71
98.89±2.28

73.47±6.53
74.44±9.77
72.50±11.61

70.56±8.80
68.89±3.17
72.22±7.66

EMCI&LMCI 53.06±7.51
55.28±5.99
50.83±7.56

73.47±9.12
75.00±6.81
71.94±7.30

63.89±7.04
66.67±6.09
61.11±9.87

EMCI&AD 98.89±1.40
98.61±2.47
99.17±2.04

69.31±7.24
71.11±9.90
67.50±8.00

77.92±5.73
78.33±7.84
77.50±9.79

LMCI&AD 98.06±1.82
98.33±2.61
97.78±3.32

79.58±5.58
76.67±9.97
82.50±9.24

72.08±5.94
69.44±10.43
74.72±11.61

Table 4: The classification results of the AdaBoost algorithm in the four groups.

ACC (mean ± SD) %SEN (mean ± SD) %SPE
(mean ± SD) %

Complex network
RSFC Nonlinear

AEFC LEFC

NC&EMCI 68.21±4.52
68.75±9.66
71.83±7.33

75.56±7.29
72.78±5.62
78.33±8.70

69.03±8.22
67.78±10.45
70.28±7.22

NC&LMCI 69.58±6.59
70.56±13.38
68.61±15.74

76.94 ± 1.58
77.22 ± 2.93
76.67 ± 3.88

73.89±6.40
78.89±7.98
68.89±10.24

NC&AD 72.50±5.52
60.00±5.04
89.05±0.00

80.97±6.58
76.94±9.06
85.00±7.21

80.28±6.68
74.72±8.29
85.83±9.79

EMCI&LMCI 70.42±5.12
68.06±7.83
72.78±8.44

66.39±5.29
73.89±9.55
78.89±9.47

73.19±9.83
81.67±8.08
84.72±9.74

EMCI&AD 77.50±5.52
80.00±4.04
75.00±4.43

84.58±7.05
68.89±7.87
90.28±6.29

80.69±7.73
70.83±8.74
90.56±9.53

LMCI&AD 79.86±5.02
65.00±8.94
94.72±2.33

81.53±6.06
75.28±6.42
87.78±8.34

86.25±5.21
79.44±9.28
83.06±9.45

6 CONCLUSION
In this paper, we extracted the nonlinear complex network of dif-
ferent brain regions based on the Lyapunov exponents and ap-
proximate entropy of functional magnetic resonance signals. These
nonlinear complex networks are effective feature representations
of lesions in patients with Alzheimer’s disease, which are proved by

three typical machine learning classifiers: SVM, RF and AdaBoost.
This study shows that brain complexity indicators change accord-
ingly as the disease progresses, which provides a new idea for early
diagnosis of the disease.
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Table 5: Comparison with previous studies for the classification.

Groups Others Ours
Brain region Feature Acc (%) Brain region Feature(complex

network )
Acc (%)

AD-LMCI the whole brain [20] RSFC 0.89 the whole brain AEFC 0.96
EMCI-LMCI RSFC 0.90 LEFC 0.95

callosum
fibers [21]

RSFC 0.46

AD-NC DMN, SN and CEN
[22]

dFC 0.95 AEFC 0.96
AD-MCI 0.94 LEFC 0.97
NC-MCI 0.77 AEFC 0.96

RSFC: resting-state functional connectivity; dFC: dynamic functional connectivity
LEFC: Lyapunov exponent functional connectivity; AE: approximate entropy functional connectivity; SN: saliency network; CEN: central
executive network

7 LIMITATIONS
The current study has some limitations. Changes in the complexity
of local brain regions were not explored, and also the sample size
was relatively small. Future studies could focus more on these two
aspects to provide more insights.
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